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Abstract—Population protocols are a new paradigm that aims
to model distributed systems composed of randomly interacting
mobile agents. The main advantage of this model is that, when
certain theoretical assumptions hold, it is possible to formally
demonstrate their convergence. We consider the problem of
adopting Population Protocols in a real-world scenario that does
not guarantee these assumptions. In particular, we consider the
application domain of Vehicular Ad-Hoc Networks (VANETs)
which are characterized by dynamic network topologies, and
where wireless communications can be affected by interferences
and errors. In this work, we analyze the main features of VANET
agents and the communications between them, and how these
features can affect the performance of a Population Protocol.
Based on the obtained results, we propose a communication
schema that allows to preserve the formal properties of Pop-
ulation Protocols. Experimental results prove the suitability of
our approach, regardless of the specific scenario considered.

I. INTRODUCTION

In recent years, Vehicular Ad-Hoc Networks (VANETs) [1],
have attracted the attention of academic and industry re-
searchers, as they provide a valid and unconventional way
to address many issues in this research area. Communica-
tion between vehicles can take place through a vehicle-to-
vehicle (V2V) or vehicle-to-infrastructure (V2I) architecture.
The latter model relies on a network of reliable RSUs (Road
Side Units) and allows for more complex services to be
provided, since cloud-connected RSUs can leverage online
computational resources. However, it should be considered that
in most cases it may not be realistic to deploy RSUs in the
entire area of interest. For these reasons, great importance is
given to the development of algorithms and protocols that use
V2V communications and exclusively exploit information and
data received from other vehicles [2].

To fully exploit the potential of V2V, its many challenges
need to be adequately addressed, including high node mobility
and rapidly changing network topology. For these reasons,
the main research direction concerns the implementation of a
communication model that allows obtaining high performances
in terms of Packet Delay, Packet Drop Rate, and Processing
Time Performance [3].

To design an efficient communication schema in VANETs
that takes advantage of a V2V architecture, we propose to
adopt Population Protocols (PP), which were originally pro-
posed to model wireless sensor networks, and which can be
successfully used to model other distributed systems. The PP
model states that a population of agents can converge towards
a common value, by carrying out continuous interactions

between pairs of agents selected at random, if each interaction
causes the internal state of the interacting agents to be updated.

Nevertheless, many theoretical assumptions on which the
PPs are based may not be satisfied in a real application
scenario. Therefore, the design of a PP algorithm in a real
context requires additional effort to ensure that the basic
assumptions of the model are satisfied.
• Allows the execution of algorithms based on population

protocols, ensuring that the theoretical assumptions re-
quired by the population protocol model are satisfied even
in a real scenario such as VANET;

• Defines two roles, thus supporting the execution of asym-
metric Population Protocols algorithms;

• Allows nodes to exchange information efficiently by
leveraging V2V communications only.

The remainder of this paper is organized as follows. Section
II describes the main applications of VANETs and PPs. Section
III provides a brief description of the PP model. Section
IV presents our communication schema by introducing the
underlying constraints and the proposed solutions. Section V
presents the experimental evaluation and finally, section VI
contains conclusions and suggestions for future extensions.

II. RELATED WORK

VANETs [1] represent a special case of Mobile Ad-hoc
Networks (MANETs) and play a key role in Intelligent Trans-
portation Systems (ITSs) [4]. Due to the nature of the vehicular
network, one of the main challenges still open concerns the
efficient communication between heterogeneous and mobile
vehicles [5].

The V2V communication model is the most promising for
the development of VANET applications; however, it has some
limitations that weaken its application. One of these is the
strong dependence on the performance of the adopted routing
protocol and a limited ability to adapt to sudden changes in
the network topology [6].

Therefore, an efficient solution is needed to overcome
the limitations of RSU-based models and fully exploit the
potential of the V2V communication model. Here, we propose
a communication schema that allows the design of VANET
applications using the distributed model of PPs [7].

The PP model provides an effective formalism to address
typical problems of distributed systems. For example, the au-
thors of [8] addressed the counting problem, while the authors
of [9] proposed a solution to the majority problem, while the
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authors of [10] addressed the leader election problem. The
original PP model suffers from some expressive limitations,
solved by further extensions proposed in subsequent works,
such as Communication Protocols [11], which extend PPs
by introducing identifiers, or Mediated Protocols [12], which
introduce states associated with the network edge.

The PP model requires theoretical assumptions that in many
real-world scenarios may not be satisfied. In this regard, some
works extend the model by taking into account constraints
related to physical world restrictions. For example, the authors
of [13] introduced the possibility to modify the speed of the
nodes to evaluate the effect on the probability of interaction
and on the convergence time, while the authors of [14]
analyzed the effect of transmission faults.

III. POPULATION PROTOCOL

Population Protocols [7] model a distributed system as a
population of interacting agents. Each agent is initialized with
an input value which determines its initial state, according
to an input mapping function. The interactions occur on a
pairwise basis and each interaction causes the updating of the
state of the interacting nodes according to a transition function
that takes their current states as input. When the PP halts, each
agent produces an output value based on an output mapping
function, which accepts the node state as input.

Typically, algorithms based on the Population Protocol
model are characterized by the following features [15]:
• Agent finite-state machine: each agent can store a finite

number of bits, which does not depend on population
size.

• Uniformity: the algorithm does not depend on the pop-
ulation size.

• Computation based on interactions: the only way to
update agent states is through interactions. The concept
of interaction must be defined according to the specific
application field.

• Unpredictability of interactions: The order in which
agents interact is random. However, for the convergence
of the algorithm, the interactions must respect the equity
constraint.

• Distributed Input and Output: The input and output
values are provided and produced in a distributed way.

• Convergence rather than termination: agents are gen-
erally unable to determine when the algorithm reaches
the convergence.

Formally, a population protocol-based algorithm is defined
by:
• Σ: a finite sequence of symbols that can be provided as

input to the agents during the initialization phase of the
algorithm;

• S: a finite set of agent states;
• λ(σ): input mapping function that maps each σ ∈ Σ

element into an s ∈ S element. It determines the initial
state of agents;

• Z: a finite sequence of symbols that an agent can produce
as an output value;

• Ω(s): an output mapping function that maps each element
s ∈ S into an element z ∈ Z. It allows each agent to
determine its output value z, based on its current state s;

• δ(s1, s2) ⊆ S4: a transition function that accepts as input
the states of two interacting agents and returns the new
pair of states.

The algorithm is initialized by providing each node with
an input value σ and, using the λ(σ) function, the agents
determine the initial state. The nodes can then start interacting
with each other, changing states according to the δ(s1, s2)
transition function. Each node will produce an output value
through the output mapping function Ω(s).

IV. VPP: A POPULATION PROTOCOL FOR VANET

The specific scenario we considered, i.e. a vehicular network
populated by agents representing moving vehicles, has some
differences compared to the abstract model of Population
Protocols, thus it is necessary to introduce the following two
considerations:
• Consistent update of states: in the theoretical model

of population protocols, nodes are interconnected by
defining an interactions graph, which is assumed to
be complete (all nodes are interconnected with each
other), and the interactions occur randomly. Also, any
interaction between nodes is assumed to be successful
(both nodes update their states consistently). Unlike the
theoretic model, in a real VANET, this assumption cannot
be guaranteed. For instance, interferences, communica-
tion errors, physical obstacles, different communication
ranges can produce two different results in interacting
agents. Without the guarantee that the status update is
consistent, the algorithm may not behave correctly and
produce the correct output values.

• Different roles of agents involved in the interaction: In
the theoretic model, the communication protocol allows
nodes to assume different roles. Specifically, if there are
two different roles, i.e., role A and role B, the transition
function can be expressed as follows:

(a′, b′) = f(a, b)→

{
a′ = fA(a, b) if role A
b′ = fB(a, b) if role B

(1)

Successful implementation of this transition rule requires
nodes to be able to determine their role in the communi-
cation, to take appropriate action. That is, if both nodes
assumed the same role, their state would not be updated
correctly.

The first point states that an interaction between two nodes
should only occur when they both have all the necessary
information, i.e., the state of the other node. This may not
happen if a transmission error occurs during the state exchange
or if nodes have different communication ranges. If only a
node updates its state, the interaction cannot be considered
correct and the algorithm will produce incorrect output values.
The PP for VANET (VPP) proposed here addresses this
problem through the adoption of acknowledgment messages.
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Regarding the second point, VPP must support different
agent roles, ensuring that two interacting nodes never play
the same role. Thus, our solution supports model asymmetric
communications, distinguishing between the vehicle that acts
as the transmitter node (TX) and the other that acts as the
receiver (RX).

The resulting communication protocol proceeds as repre-
sented by the finite state machine shown in Fig. 1. Each
node periodically broadcasts a message (state TX in Fig. 1)
containing its state value. During this broadcast phase, a
node can receive state messages from other nodes within
its communication range. To introduce the communication
asymmetry necessary to perform the state update described
above, each node selects a random identifier for each first
message, and it plays the RX role only if it receives a state
message from a node with a higher identifier (see the transition
from state TX to state RX in Fig. 1). In this case, the RX
node replies with an acknowledge message to the TX node.
A node plays the TX role when it receives the acknowledge
message from another node. At this point, the TX role knows
the other node’s state and can perform the update state function
corresponding to its role. As a final step, the TX node sends a
further acknowledge message to the RX node to communicate
the correct reception of its state. The receipt of this message
triggers the execution of the state update function by the RX
node. The resulting sequence of messages is summarized in
Fig. 2.

Since nodes exchange messages through an unreliable chan-
nel, it is possible that some of the sent messages do not
reach their destination. If the M1 message is not transmit-
ted correctly, the protocol does not start and, therefore, no
node updates its state. In this case, the system remains in a
consistent state. If the M2 message is lost, the two nodes will
stop the protocol after a certain time. No nodes update their
state and the system remains in a consistent state. If, on the
other hand, the M3 message is lost, the TX node updates its
state, but the RX node does not perform its state update, thus
bringing the system to an inconsistent state.

It is worth noticing the well-known impossibility to define
a communication protocol capable of reaching an indisputable
agreement between two nodes that communicate over an unre-
liable channel. The experimental evaluation carried out in this
work showed that the proposed three-way protocol represents
the best trade-off between accuracy and communication com-
plexity, thus no further acknowledge message is convenient.
Finding the right trade-off is also relevant considering that the
devices installed in vehicles can have limited resources [16],
[17].

A. VPP Message Structure and Pseudocode

VPP defines the structure of a unique message, used to
implement all the messages of the three-way protocol. The
message contains the following fields:
• ID: random message identifier;
• ACK: acknowledgment value equal to the identifier of

the received message, or equal to 0 for the first message;

• Payload Length: an integer which represents the number
of bytes of the payload field;

• Payload: Variable-length field that contains information
required for the specific population protocol. Typically, it
contains the state of the sender node.

The behavior of the VPP agent can be modeled through
pseudocode 1.

1 - VPP Pseudocode
Broadcast

this.isWaitingAck = False;
while True do

/* TX-1 */
M1=createM1(randomID, node.state, ack=0)
send(M1)

end while
On event: rcvPkt=recv()

if (rcvPkt.ack == 0 ∧ rcvPkt.id > M1.id ∧
¬this.isWaitingAck) then

/* RX-1 */
stopBroadcast();
recvM1 = rcvPkt;
M2 = createM2(randomID, node.state, ack=recvM1.id);
send(M2);
this.isWaitingAck = True;
startTimer();

else if (rcvPkt.ack == M1.id) then
/* TX-2 */
rcvM2 = rcvPkt;
M3 = createM3(randomID, ack=rcvM2.id);
send(M3);
updateStateTX(node.state, rcvM2.state);
startBroadcast();

else if (rcvPkt.ack == M2.id∧this.isWaitingAck) then
/* RX-2 */
StopTimer();
updateStateRX(node.state, rcvM1.state);
startBroadcast();
this.isWaitingAck = False;

end if
On event: Timeout()

this.isWaitingAck = False;
stopTimer();
startBroadcast();

B. Impact of Node Mobility

Due to node mobility, errors, and interferences in wireless
communications, as previously noted, some inconsistent state
transitions can occur. A state transition is defined as inconsis-
tent if the state update function is performed only by a single
node, rather than by a pair of nodes.

In wireless communications, the Packet Error Rate (PER) is
defined as the percentage of packets that are corrupted during
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TX RX

each ΔT
M1=createM1(randomID, node.state, ack=0)
send(M1)

rcvPkt=recv() &&
rcvPkt.ack==0 &&
rcvPkt.id>M1.id

rcvM1 = rcvPkt
M2=createM2(randomID, node.state, ack=recvM1.id)
send(M2)
start Timer

rcvPkt=recv() &&
rcvPkt.ack != M2.id

Λ

rcvPkt=recv() &&
rcvPkt.ack == M2.id

updateStateRX(node.state, rcvM1.state)
stop Timer

Timeout
Λ

rcvPkt=recv() &&
rcvPkt.ack == M1.id

rcvM2=rcvPkt
M3=createM3(node.id, ack=rcvM2.id)
send(M3)
updateStateTX(node.state, rcvM2.state)

Fig. 1: VPP Finite state machine.

RXTX

M1=[rndId_tx, state_tx, ack=0]

M2=[rndId_r
x, state_rx, ack=rndmI

d_tx]

RX-1

RX-2

TX-1

TX-2
M3 = [rndId_tx_2, ack=rndId_rx]

Update 
State

Update 
State

Fig. 2: VPP Sequence diagram.

a transmission [18]. The expected value of PER represents the
Packet Error Probability for a packet M and is defined as:

pp(M) = 1− (1− pe)|M | = 1− e|M |log(1−pe), (2)

where |M | is the number of bit of M , and pe is the bit error
probability. The value of pe depends on the characteristics of
the communication channel, such as noise or distortion.

Another problem influencing VPP is the physical arrange-
ment of nodes. The distance d between two vehicles affects
packet transmission due to signal attenuation. To provide a
general model, we introduce the function γ(d), which models
the probability at least one bit of the message is corrupted,
during a transmission occurring at a distance d. A suitable

distance for transmission can range between 0 (ideally) and R
(the communication range of the OBU). The distance varies
within the following range:

γ(d) ∈ [γmin; γmax] ⊆ [0; 1] ,

where γmin = γ(0) and γmax = γ(R).
(3)

Thus, the probability of having a correct transmission has
also to take into account the probability of not observing a
message corruption due to the distance between the vehicles,
i.e. (1− γ(d)).

Finally, a third factor that could affect the transmission is
the specific probability of faults due to hardware malfunctions.
It is worth noticing that different vehicles can have different
probabilities of hardware failure. If ϕx is the probability that a
hardware fault will occur during the transmission of a message
performed by the vehicle x, the probability of having a correct
transmission has also to take into account the factor (1−ϕx).

By combining these factors, we can model the probability
that a packet M , sent by the vehicle x, does not reach its
destination correctly, as follows:

Pε(M,x) = 1− (1− pp(M))(1− γ(d))(1− ϕx). (4)

As described above, the only condition in which the system
performs an inconsistent transition occurs when the vehicles A
and B successfully exchange the messages M1 and M2, but
an error occurs during the transmission of the message M3.
The probability of such an event occurring can be expressed
as follows:

Pinc(A,B) =

{
Pε(M3, A) if A.randId > B.randId

Pε(M3, B) otherwhise
(5)

where
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{
Pε(M3, A) = Pε(¬M1, A) · Pε(¬M2, B) · Pε(M3, A)
Pε(M3, B) = Pε(¬M1, B) · Pε(¬M2, A) · Pε(M3, B)

(6)

Some further considerations can be made about how the
distance between a pair of vehicles varies. We can model their
mutual movement, by assuming that for small time interval
nodes move along their joining line. Let d1, d2 and d3 be the
values of the distance between the pair of nodes when M1, M2

and M3 are transmitted. If vehicles move in the same direction,
for a small time interval, we can assume that their distance is
constant, i.e., d1 ≈ d2 ≈ d3. If, on the other hand, the vehicles
move in opposite directions, even at low speeds, their mutual
distance varies during the exchange of messages, i.e. d1 6=
d2 6= d3. This difference can affect the probability of missing
the last message, thus making an inconsistent transition.

Let d0 be the distance between a pair of vehicles, A and
B, at the time of first contact. Their position along the joining
line depends on their speed, i.e., vA and vB . If we consider
the position of A at the time of first contact as the origin of
a relative reference system, A and B positions are expressed
as follows: {

xA(t) = vA · t
xB(t) =− vB · t+ d0

(7)

Consequently, their relative distance can be expressed as
follows:

d(t) = |xA(t)− xB(t)| =
= |vA · t+ vB · t− d0| =
= |(vA + vB) · t+ d0|

(8)

If we assume that the distance d0 also represents the limit
distance beyond which the two vehicles will no longer be
able to communicate, the total contact time, i.e., the time
interval during which the two vehicles can communicate, can
be expressed as:

∆Tc =
2d0

(vA + vB)
. (9)

To achieve a successful state transition, the three-way mes-
sage exchange must take less than ∆Tc time. Moreover, the
higher the vehicle speeds, the more likely it is to observe
inconsistent state transitions, as the time required to perform
the three-way message exchange would be close to or greater
than ∆Tc.

V. EXPERIMENTAL EVALUATION

To evaluate the suitability of VPP as a communication
schema to be adopted to perform Population Protocols on
VANETs, we compared it with other communication schemes
characterized by a different number of messages. In particular,
we considered, the following three protocols:
• Naive Protocol: no acknowledgment messages are pro-

vided; each node broadcasts its state and updates its
state when it receives a message from another node;
no different roles are defined for nodes involved in a
communication.

• 2-way Protocol: two roles are defined for nodes involved
in a communication, i.e., TX and RX, as in VPP. The
RX node updates its state when it receives the initial
broadcast message from another node, while the TX node
updates its state when it receives an acknowledge corre-
sponding to the last message sent. The 2-way Protocol
messages exchange is therefore defined as follows:

M1) Tx→ Rx :[rndId_tx, state_tx, ack = 0]

(RX updates its state)

M2) Rx→ Tx :[rndId_rx, state_rx, ack = rndId_tx]

(TX updates its state)

• 4-way Protocol: requires an additional acknowledgment
message with respect to VPP, as follows:

M1) Tx→ Rx :[rndId_tx, state_tx, ack = 0]

M2) Rx→ Tx :[rndId_rx, state_rx, ack = rndId_tx]

M3) Tx→ Rx :[ack = randId_rx]

(RX updates its state)

M4) Rx→ Tx :[ack = randId_tx+ 1]

(TX updates its state)

The remainder of this section describes a specific algorithm
adopted as a case study, the evaluation metrics used to perform
our comparative analysis, specifies the experimental settings,
and finally described the results obtained.

A. Case Study - the Counting Problem

The Counting Problem is a specific case of the network-size
estimation problem and represents one of the most relevant
problems in opportunistic networks.

In this paper, we consider the counting algorithm presented
in [19] as a case study for evaluating the performance of the
VPP communication schema. The authors of [19] model a
counting algorithm through a Population Protocol and formally
demonstrate its properties and convergence time.

According to this model, the population consists of N
agents. Each agent is initialized with an input symbol σ ∈
{A,B}. The algorithm goal is to estimate the value k =
NA −NB , where NA is the number of nodes initialized with
A, and NB is the number of nodes initialized with B.

Node initialized with A set their initial state with a positive
number M , while nodes initialized with A set their initial state
with the negative number −M . This protocol updates the state
of two interacting nodes with the average of their state values
before the transition.

Formally, the algorithm is characterized by the parameters
described in Table I.

B. Evaluation Metrics

In order to evaluate the performance of different communi-
cation protocols, we propose to adopt a set of metrics that are
independent of the specific algorithm implemented and a set
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of metrics that rather depend on it. This latter set of metrics
must be defined for each different algorithm considered.

We adopt the following algorithm-independent metrics:
• Mean Absolute Percentage Error (MAPE): defined as

the normalized average of the absolute error made by
nodes. If x is the correct value that should be produced
by the algorithm and xi is the output value from the i
node, the MAPE is defined as follows:

MAPE =

∑N
i=0 |x− xi|
x ·N

(10)

• Mean Square Error (MSE): defined as the average of
the square error made by nodes:

MSE =

∑N
i=0 (x− xi)2

N
(11)

• Root Mean Square Error (RMSE): defined as follows:

RMSE =
√
MSE (12)

• Number of Packets: the total amount of packets trans-
mitted during an experimental run.

The algorithmic-dependent metric we propose to adopt
concerns an invariant property of the Population Protocol
considered as a case study. According to the transition function
shown in Tab. I, it is possible to prove that the sum of node
states remains constant during the entire protocol run. That is,
for any time t, the following equation holds:

N∑
i=1

nodei.state(0) =
N∑
i=1

nodei.state(t) (13)

If some inconsistent state updates are performed (i.e., per-
formed by a single node of an interacting node pair), the eq.
13 will not be satisfied. We, therefore, adopt the following
error function:

ξ(t) =

∣∣∣∣∣
N∑
i=1

nodei.state(0)−
N∑
i=1

nodei.state(t)

∣∣∣∣∣ (14)

Parameter Value

Input Alphabet Σ = {A,B}

Input mapping
function

λ(σ) =


M if σ = A

−M if σ = B

Set of states S = {−M,−M + 1, ...,M − 1,M}

Output
mapping
function

Ω(x) = nx
m

+ 1
2

Output Alphabet Z = {−n,−n+ 1, ..., n− 1, n}

Transition
function

f(a, b) =


(a+b

2
, a+b

2
) if a+ b is even

(a+b−1
2

, a+b+1
2

) if a+ b is odd

TABLE I: Paremeters of the Population Protocol which models
the counting algorithm.

C. Experimental Settings

The performance evaluation was conducted through simula-
tion, by adopting some well-known simulation tools, such as
the SUMO/VEINS simulator and the OMNET++ libraries.

Each simulation is specified by the following parameters:
• Map: a synthetic map composed of a network of streets.

We consider two different sizes for maps:
– Big Map: a grid of 16x16 streets, which intersect

each other, with a distance of 100 meters between
two consecutive parallel streets. The map covers an
area of 2.25 km2, with 25.6 km of roads.

– Small Map: a grid of 8x8 streets, which intersect
each other, with a distance of 100 meters between
two consecutive parallel streets. The map covers an
area of 0.49 km2, with 6.4 km of roads.

• Vehicle density: during simulation, we considered two
different density levels:

– High Density: 31 vehicles per linear kilometer;
– Low Density: 8 vehicles per linear kilometer;

• Beacon Interval [s]: Time interval between two consec-
utive transmissions of messages. In our experiments, this
value is set to 1s, which is the default value of the used
VANETs simulator.

• Communication range [m]: Communication range of
nodes. Generally between 50 and 80 meters. For our
simulation, this value is 70m.

D. Experimental Results

The experimental results show the suitability of VPP for
the implementation of Population Protocols in VANETs, in
different scenarios.

Figure 3 allows us to compare the four analyzed protocols
through their Mean Absolute Percentage Error (MAPE), Root
Mean Square Error (RMSE), specific error function ξ and the
number of packets sent in a Low-Density scenario over a Small
Map. VPP achieves the smallest MAPE and RMSE compared
to both the naive protocol and to the 2-way protocol, which is
an expected result, but also with respect to the 4-way protocol.
This counterintuitive result is due to the excessive time span of
the 4-way protocol if compared with the contact time of vehi-
cles. Such a feature causes more inconsistent transitions than
VPP. By considering the algorithm-dependent error function
ξ, VPP and the 4-way protocol obtain comparable results and
outperform both the naive protocol and the 2-way protocol.

Figure 4 shows the same results, obtained in the same small
map, but considering a high density of vehicles. Also in this
case VPP outperforms other protocols, especially with respect
to the MAPE and the RMSE. We can observe comparable
results also in the Low-Density and High-Density scenarios
over a Big Map, respectively shown in Fig. 5 and Fig. 6.

Experimental results also show that VPP allows to reduce
the number of transmitted packet. Figures 3d, 4d, 5d, 6d show
the number of transmitted packets for the 2-way protocol, for
VPP, for the naive protocol and for the 4-way protocol, in the
different considered scenarios.
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Fig. 3: Comparison of the Mean Absolute Percentage Error
(MAPE) (a), of the Root Mean Square Error (RMSE) (b), of
the specific error function ξ (c) and of the number of packets
sent (d), for the four analyzed protocols, in a Low-Density
scenario over a Small Map.

The lower number of packets transmitted by VPP compared
to the 4-way protocol is an expected result. It is worth noticing
that the naive protocol and the 2-Way protocol (which is
not shown as its performance is perfectly comparable to the
naive protocol) do not have any mechanism that stops the
broadcasting phase. This mechanism is instead included in
VPP and in the 4-way protocol. So the first pair of protocols
performs worse than the second.

The obtained results thus show that, in three out of four
scenarios, VPP achieves the best results both as regards the
committed error and the number of transmitted messages. In
the one scenario where the 4-way protocol produces fewer
messages, its MAPE and RMSE performance is significantly
worse than VVP, so VPP is still largely preferable.

VI. CONCLUSIONS

We studied the possibility of adopting the Population Pro-
tocols model in a real-world scenario where the theoretical
assumptions required for its convergence are not guaran-
teed. Specifically, we considered the application domain of
VANETs, which is characterized by dynamic network topolo-
gies and in which wireless communications can be subject
to interferences and transmission errors. We analyzed the
behavior of VANET nodes and identified two main problems
to be addressed to achieve our goal. First, the consistency of
interactions between a pair of nodes is not guaranteed due to
node mobility and to corruption and loss of packets. Moreover,
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Fig. 4: Comparison of the Mean Absolute Percentage Error
(MAPE) (a), of the Root Mean Square Error (RMSE) (b), of
the specific error function ξ (c) and of the number of packets
sent (d), for the four analyzed protocols, in a High-Density
scenario over a Small Map.
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Fig. 5: Comparison of the Mean Absolute Percentage Error
(MAPE) (a), of the Root Mean Square Error (RMSE) (b), of
the specific error function ξ (c) and of the number of packets
sent (d), for the four analyzed protocols, in a Low-Density
scenario over a Big Map.

17



0 20 40 60 80 100
0

0.2

0.4

0.6

Time

M
A

PE

Naive Protocol
2-Way Protocol
VPP Protocol

4-Way Protocol

(a) MAPE

50 100 150 200 250

0

100

200

300

400

Time

R
M

SE

Naive Protocol
2-Way Protocol
VPP Protocol

4-Way Protocol

(b) RMSE

50 100 150

0

200

400

600

800

1,000

Time

ξ

Naive Protocol
2-Way Protocol
VPP Protocol

4-Way Protocol

(c) ξ

0 50 100 150 200 250

0

0.5

1

1.5

2

2.5
·105

Time

Pk
tS

en
t

Naive Protocol
VPP Protocol

4-Way Protocol

(d) Number of sent packets

Fig. 6: Comparison of the Mean Absolute Percentage Error
(MAPE) (a), of the Root Mean Square Error (RMSE) (b), of
the specific error function ξ (c) and of the number of packets
sent (d), for the four analyzed protocols, in a High-Density
scenario over a Big Map.

nodes must be able to distinguish their roles during an inter-
action, to support Population Protocols with asymmetric state
update functions, without introducing global node identifiers.

To solve these issues we proposed a three-way communica-
tion schema, named Population Protocol for VANET (VPP),
which uses acknowledgements and timers to obtain an ad-
equate level of reliability of interactions before performing
state updates. Moreover, the adoption of dynamic and random
identifiers allows the establishment of different roles during a
single interaction.

We validated our approach by considering a Population
Protocol defined to solve the Counting Problem as a case study.
The experimental evaluation was performed by simulating
different scenarios and by comparing our solution with other
possible communication schemes. The obtained results show
that VPP represents the best solution to obtain good accuracy
while maintaining a low communication overhead.
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